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ABSTRACT

Sentiment analysis has been useful in social media monitoring to automatically
characterize the overall feeling or mood of consumers as reflected in social media toward

a specific brand or company. It can also be used to determine the sentiments of people on

specific topics through posts or tweets on their social media accounts.

The researchers aimed to gather Facebook statuses from various users’ through
Kaggle datasets and will apply machine learning techniques to extract the sentiments of
users on the topic Artificial Intelligence”. Qualitative text analysis and applying Natural

Language Processing Techniques (NLPT) were used to gather and automate the cleaning

and data visualization of the sentiments.

Based on the result of the testing, the trained datasets revealed positive results that
the SVM algorithm had 1.000 precision and recall and Radom Forest with the same value
indicated that the two (2) algorithms gained a perfect score on the testing while the Naive

Bayes algorithm had a 0.940 recall and 0.840 precision result indicated six (6) errors on

the trained model evaluation.

The researchers, therefore, concluded that the evaluation of the Naive Bayes
algorithms on the trained model had a minimal error as compared to the two different
algorithms. The implementation of the sentiment analysis and trained datasets helped the
researchers in determining the best algorithm for the model. It is recommended that future
researchers should focus on other machine learning algorithms for the testing of precision

and recall.
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